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ABSTRACT

Charge trapping in bulk silicon lattice structures is a source of charge transfer inefficiency (CTI) in CCDs. These
traps can be introduced into the lattice by low-energy proton radiation in the space environment, decreasing the
performance of the CCD detectors over time. Detailed knowledge of the inherent trap properties, including energy
level and cross section, is important for understanding the impact of the defects on charge transfer as a function
of operating parameters such as temperature and clocking speeds. This understanding is also important for
mitigation of charge transfer inefficiency through annealing, software correction, or improved device fabrication
techniques. In this paper, we measure the bulk trap properties created by 12.5 MeV proton irradiation on
p+ channel, full-depletion CCDs developed at LBNL. Using the pocket pumping technique, we identify the
majority trap populations responsible for CTI in both the parallel and serial transfer processes. We find the
dominant parallel transfer trap properties are well described by the silicon lattice divacancy trap, in agreement
with other studies. While the properties of the defects responsible for CTI in the serial transfer are more difficult
to measure, we conclude that divacancy-oxygen defect centers would be efficient at our serial clocking rate and
exhibit properties consistent with our serial pocket pumping data.
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1. INTRODUCTION

The effect of charge transfer inefficiency (CTI) is a major source of performance degradation in silicon charge-
coupled devices (CCDs). Large-format CCDs with millions of pixels typically require thousands of transfers
to move collected charge from the imaging region to the output amplifier. Even a small CTI can result in a
substantial fraction of the collected charge being deferred into the pixels directly following the initial charge
collection location. The functional form of this deferred charge is given by:

Fdef = CTEN , (1)

where Fdef is the fraction of charge that is deferred, or lost from the pixel where it was originally deposited, N is
the number of pixel transfers and CTE = 1−CTI is the charge transfer efficiency, The deferred charge shows up
as a trail following the main charge packet, and results in degraded image resolution and decreased photometric
accuracy. For example, if CTE = 0.9999, almost 10% of the charge will be deferred after 1000 transfers.

In space applications where diffraction-limited seeing is paramount, it is especially important to minimize
CTI so as not to degrade the precise astrometry, photometry, and source shape measurements enabled from
space. Advances in CCD design and fabrication ensure that devices can be constructed with very few charge
trapping regions and hence low CTI, typically < 10−5. For example, the buried channel process was developed
to minimize the number of traps that are created by lattice mismatch between the silicon channel and epitaxial
layers of surface channel CCDs, and the use of notched channels minimizes the number of traps encountered by
small charge packets.

While CCDs may initially be produced with excellent CTE, charge trapping defects can be introduced into
the silicon lattice by radiation. In particular, the low-energy protons (< 50 MeV) that are prevalent in the space
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environment are particularly effective at creating traps as they collide elastically with silicon atoms and displace
them from the lattice. The single silicon vacancy hole defect is mobile within the lattice and free to find stable
configurations with other vacancies, creating divacancy traps (V2). Alternatively, these vacancies can settle into
new lattice locations by bonding with impurities within the silicon and creating new defects with different charge
trapping properties. An example of this bonding is the phosphorus-vacancy (PV) defect common in proton
damaged n-channel devices.1 Any disruption to the pure silicon lattice creates potential wells for electrons (or
holes) to be trapped and can therefore adversely effect the CTI of the device.2

A notable example of degraded CCD performance in a space environment comes from the Hubble Space
Telescope (HST). Over the operating lifetime of HST, the CTE has degraded substantially for all flight CCD
devices.3 For example, the 2010 projected photometric correction for CTE losses in the Advanced Camera
for Surveys Wide Field Camera (ACS WFC) could range between 0.06 to 0.65 magnitudes, depending on the
observing conditions. Such large corrections leads to systematic errors of 0.02-0.03 mag.4,5 In the context of
cosmology, the flux correction for a z = 1.5 Type Ia supernovae at peak brightness will be ∼ 0.12 mag, and
therefore these corrections can impart significant errors to the photometric measurement of SNe luminosity. In
addition to photometric corrections, recent efforts have been made to accurately characterize the CTI in ACS
images to correct for charge trailing that distorts galaxy shapes and interferes with weak lensing measurements.6

The new software correction requires a model of the CTI which depends upon the aggregate properties of the
radiation-induced trap populations present in the parallel and serial transfer processes. A more detailed knowl-
edge of the radiation-induced defects in p-channel CCDs could enable the implementation of better correction
algorithms for very precise galaxy shape measurements required for weak lensing studies.7

The experience to date with the CCDs flown on the HST strongly suggests that future space missions should
employ CCDs with improved radiation tolerance, and that the properties of defects likely to be created while
in orbit should be characterized so that the effects can be understood and corrected. In this paper, we will
characterize defects due to low-energy proton irradiation in fully depleted p-channel CCDs developed at LBNL8

for the proposed Joint Dark Energy Mission (JDEM) satellite.9 These devices are fabricated on high-resistivity
float zone n-type silicon and are significantly more radiation resistant than n-channel devices. Due to their
increased radiation tolerance, previous studies have shown that the LBNL p-channel CCDs will suffer much less
CTE degradation than the n-channel CCDs employed to date in space missions.10,11

According to the Shockley-Hall-Read theory,12,13 the efficiency of charge trapping depends on the properties
of the individual defect centers and the number of traps encountered during readout. The defects responsible
for CTI in CCDs are characterized by their energy level in the band gap, E, and their capture cross section, σc.
These parameters determine the emission time constant of the defect,1 τe:

τe(E, T, σc) =
me e

E/(kbT )

σc B meff T 2
, (2)

In this equation, me, kB , and meff are constants and will be discussed in more detail below. When τe is
comparable to the pixel transfer time, it is most effective at contributing to increased CTI. Because τe is also
a strong function of temperature, it is possible to determine σc and E by taking data with the CCD operated
over a range of temperatures. To measure these parameters, we will use a technique called “pocket pumping” in
which charge is shuffled back and forth between pixels many times to enhance the effect of charge trapping and
reveal individual traps. By taking pocket pumping (PP) data over a wide range of temperatures, we can fit for
the energy levels and cross-sections of the different trap populations.

This paper is organized as follows. In Section 2, we describe the low-energy proton irradiation and the
PP technique. We detail our PP data analysis process and trap parameter fitting model in Section 3, and we
investigate the trap annealing behavior in the both the parallel and serial transfer. In Section 4, we find the best
fit parameters of the trap populations in our PP data for both the parallel and serial transfer directions. We
also identify and discuss the displacement-damage defect species that are responsible for the majority of charge
deferral given our CCD operating conditions. Our conclusions are presented in Section 5.



2. DATA

2.1 Proton Irradiation

To simulate the effects of low-energy proton irradiation, we used the LBNL 88-inch cyclotron BASE facility to
irradiate three CCDs. The expected average proton displacement damage for the CCDs on the JDEM satellite
in an L2 orbit is 6.6× 106 MeV/g(Si), corresponding to 12.5 MeV proton fluence of 7.4× 108 protons/cm2.11 In
this experiment, we span a range of possible radiation doses from 5× 108-1× 1011 protons/cm2 to demonstrate
the CTI of the fully-depleted LBNL CCDs and to probe the trap characteristics. Table 1 lists the CCD types
used in this work and the conditions for their proton irradiation. All CCDs were front-illuminated, 250µm thick
devices with 3512 × 3512 pixels, 10.5µm pixel pitch, and four-corner readout. In addition, the LBNL CCD
construction includes serial register pixels with three times the size of a imaging pixel, which allows for binning
of charge on the device.

Table 1. List of CCD devices and measurement conditions for 12.5 MeV proton irradiation

Device Metallization Temperature Total Dose
1 Aluminum 300K 1.8× 1010, 3× 1010, 6× 1010, 1× 1011 protons/cm2

2 Aluminum 140K 2× 108, 5× 108, 1× 109 protons/cm2

3 TiN 300K 5× 109, 1× 1010, 5× 1010 protons/cm2

Device #1 was irradiated at room temperature with a high proton dose (1.8 × 1010-1 × 1011 protons/cm2).
The device was left at room temperature for a full month before our testing, allowing ample time for mobile
traps to settle into stable configurations upon additional room temperature anneals. We irradiated each of the
four quadrants with different cumulative proton doses by mounting a 1/4 inch aluminum plate in front of the
CCD quadrants after the desired dose level was achieved, effectively shielding the quadrant from further proton
damage. We used the same shielding procedure on the second CCD (#2), which was mounted inside a cryogenic
vacuum dewar and operated at 140K during irradiation. The cold-irradiated device received three different
cumulative doses across the four available quadrants spanning 5 × 108-1 × 109 protons/cm2. These levels of
proton irradiation are equivalent to 3 to 10 years of exposure in an L2 orbit for JDEM. After irradiation, device
#2 was continually held at 140K for 10 days during initial testing and then annealed to room temperature to
investigate the annealing properties of the device. Device #3, which underwent TiN metallization instead of the
typical Al metallization process, was also warm irradiated with a range of proton doses similar to device #1.
Though we report the CTI of devices all three devices, we focused our pocket pumping experiments on device
#1 in this study.

2.2 Charge Transfer Inefficiency

We measured the CTI of the irradiated devices with Fe55 x-rays and compared with previously reported CTI
results for LBNL CCDs from an earlier silicon wafer production lot.11 Since CTI depends on both temperature
and transfer clock rate, we note that these CTI measurements were at 140K and a 100kpix/sec read out rate.
We also use a three-phase clock transfer process with an asymmetric delay, which corresponds to transfer times
of ∼ 1ms in the parallel direction and ∼ 1µs in the serial direction.1,14 Figure 1 shows the CTI results under
these conditions. We find CTI performance consistent with Ref. 11, and both sets of CTI measurements show
vastly improved performance over the HST n-channel ACS CCDs. We note that for total radiation doses below
1 × 109, there is little charge transfer loss due to radiation-induced traps. The measured CTI values in this
regime are consistent with the Fe55 x-ray CTI measurement error of 1.5× 10−6.

We also report the radiation-induced CTI for a device #3 where the nominal aluminum metallization has
been replaced with higher resistivity TiN material. Figure 1 shows that the TiN-metallized device had slightly
worse CTI relative to the Al CCDs but still has excellent overall radiation tolerance.

In addition to the room-temperature irradiation and CTI measurement of device #1, we also performed a
CTI measurement of the cold-irradated device #2 both before and after a room-temperature anneal. The highest
dose level for this study was 1× 109 protons/cm2, equivalent to 10 years in an L2 orbit for the JDEM satellite.
The cold-irradiation experiment is much closer to actual space flight radiation conditions at L2, particularly



Figure 1. The parallel (left) and serial (right) charge transfer efficiency for the LBNL CCDs with aluminum metallization
(red diamonds), TiN metallization (green triangles), and an aluminum-metallized CCD measured in Ref. 11. (black
squares).

Table 2. CTI Measured from Al-metallized CCD with Fe55 x-rays at 140K

Dose (12.5 MeV protons/cm2) Annealed Gain (ADU/e-) Serial CTI (×10−6) Parallel CTI (×10−6)
0 no 0.857 0.04± 1.2 2.2± 1.6

1× 109 no 0.818 0.32± 1.3 2.4± 1.2
1× 109 yes 0.810 4.3± 1.2 3.5± 1.5

when we consider the possible effects of onboard annealing procedures. Table 2 shows the measured Fe55 CTI for
this device prior to irradiation, after irradiation, and following a single room temperature anneal cycle. We find
very little change in the CTI after irradiation while operated constantly at 140K. However, we find a significant
increase in serial CTI after a room-temperature anneal, consistent with the results of Ref. 11. We also find a
small increase in the parallel CTI after anneal but the measured difference is within the margin of error.

2.3 Pocket Pumping

To determine radiation-induced trap characteristics, we use the PP technique. Beginning with an unsaturated
flat field image on the CCD, the PP process repeatedly moves charge back and forth by one pixel in either the
parallel or serial direction. As the flat field charge is transferred over a charge trap, charge is removed from
the original charge packet and re-emitted according to the trap emission time constant into the following charge
packet. As the original charge packet is repeatedly moved back and forth over the trap, additional charge is
transferred to the trailing pixel in the transfer direction and leaves an excess of charge on one pixel and a depleted
charge on the neighboring pixel. Therefore, the PP process creates a “dipole” signal relative to the flat image
background, as seen in Figure 2. The order of the bright and dark pixel will depend on the clock phase location
of the trap and the direction of charge transfer.

For the measurements reported here, we acquired PP data over a temperature range of 128K-210K in 5K
increments. The PP process is performed using a pocket length of one pixel on a flat field image of several
thousand electrons. The charge pumping is iterated for a number of cycles that provides a 3σ spike above the
Poisson noise but does not fully deplete the total available charge within the charge packet in most cases.

3. ANALYSIS

3.1 Pixel-level Trap Efficiency

One way to look at the PP signal is through a histogram of the selected dipoles at each temperature. Figure 3
shows the number counts of the excess charge dipole locations as a function of “trap efficiency”, defined as the
average amount of trapped charge per PP transfer cycle. The histogram shows the aggregate effect of deferring



Figure 2. An example parallel pocket pumping image from device #2. Charge traps are identified with the characteristic
“dipole” signal spike and depletion between two neighboring pixels.

charge into these single pixel locations at a given temperature. One can fit for the average value of these trap
efficiency peaks and use that information to determine the global trap efficiencies and characteristics as a function
of temperature.14

Figure 3. The parallel (left) and serial (right) trap efficiency histograms measured from pocket pumping. The trap
efficiency is measured as the difference of the peak of the PP dipole signal from the mean flat field level divided by the
number of PP cycles. Note that the parallel trap histogram shows a saturation peak at ∼ 1.5e- / transfer when all of the
available flat field charge has been transferred into the trap.

In order to better characterize the individual defect properties, we filter out the PP dipoles from the flat field
image on a pixel-by-pixel basis and track the trap efficiency at each pixel location as a function of temperature.
The actual trap pixel location is defined to be at the dipole peak pixel location. When selecting PP traps, we
require that the traps be identified in a minimum of three pocket pump images at different temperatures with a
> 3σ detection above the flat field noise. This allows us to probe the specific trap characteristics at a specific
pixel location as well to identify multiple traps within a specific location. However, the identification breaks
down when the number density of traps per pixel becomes so high that traps occupy neighboring pixels, in which
case the charge pumping across an individual pixel becomes an inaccurate measure the trap characteristics. For



Figure 4. The number of detected parallel traps per delivered 12.5 MeV proton for all radiation doses on device #2.

this reason, a pixel-level PP analysis is best used when the trap number densities are low.

3.2 Density of Traps

In proton-irradiated devices, the CTI depends on the number of effective traps that are present in the charge
transfer process at a given operating temperature. To show the relationship of the number of traps created for
various levels of radiation, we simply count the total number of parallel traps that are effective above the 3σ
detection limit in the flat-field Poisson noise. For these measurements, we used 10000 parallel PP transfers over
one pixel with a mean flat field level of ∼ 8000 electrons, resulting a 3σ detection limit of 0.027 electrons per
transfer.

Figure 4 shows the number of parallel traps per incident proton detected at each of the radiation doses on
device #2. By normalizing the number of traps by the number of delivered protons to the CCD, we see that
the trap densities are consistent with one another, indicating that the number of traps scale linearly with proton
dose. We also see that the overall number of traps changes with temperature, consistent with Figure 3. The
observed maximum number of traps created for each delivered 12.5 MeV proton is ∼ 8× 10−6 traps per proton.

3.3 Trap Parameter Fitting

Radiation-induced defect centers defer charge according to the characteristic emission and capture time constants
of the trap. These factors contribute to the trap efficiency for a given temperature and clock period. Using the PP
technique, we measure the trap efficiency as a function of temperature and fit for the intrinsic defect parameters
of the trap. The total charge transfer efficiency as a function of temperature is modeled with

CTIpp(T ) =
∑

i

NiM(τe, τc)
3∑

k=1

Fgk
(τe, τc) (3)

where Ni is the number of trap defects of species i per pixel and M(τe, τc) is the clock phase-independent trap
efficiency written as

M(τe, τc) =
τe

3(τe + τc)
. (4)

The clock phase-dependent efficiency term Fg(τe, τc) is the linear combination of the trap efficiency from each of
the three clock phases (see Appendix of Ref 14 for complete description of these terms).

The CTI behavior depends heavily on the emission and capture time constants. The emission time constant
is modeled with Eq. 2 where me is the electron mass, kb is the Boltzmann constant, meff is the density of states



effective mass or 0.549 me, B = 3.256 × 1021K−2cm−2s−1, E is the activation energy of the defect center (or
trap energy), and σc is the capture cross section of the trap defect. The capture time constant is given as

τc(T, σc) =
1

σc nd

√
3 kb

T
meff

(5)

where nd is the free electron density. To scale the electron density appropriately to our pocket pumping data,
we compute nd as the fractional volume of charge taken by a single electron in the pixel, computed as nd =
3.5 × 1018e−/m3 for the parallel transfer and nd = 9.7 × 1018e−/m3 for the serial transfer configuration. In
both the serial and parallel cases, these free electron densities correspond to nearly-instantaneous capture time
constants of < 10−11 seconds over our range of temperatures and therefore has a negligible effect on the CTI at
the typical 100 kHz clocking speed.

The model used in our analysis assumes that the PP data has been normalized to the trap efficiency defined
in Sec. 3.1, thereby removing the detector gain, charge signal, and number of pumping cycles from the model.
We formulate the χ2 statistic

χ2 =
Tn∑

i=T0

[CTIm(Ti)− CTIpp(Ti)]2

σ2
d

, (6)

where CTIpp(T ) is calculated from Eq. 3, CTIm(T ) is the observed charge loss per transfer as a function of
temperature measured from the pocket pumping data, and σd is the 1σ Poisson noise of the flat field charge
signal used in the pocket pumping measurement. The χ2 is minimized for each pixel location using the IDL
MPFIT routine, using the trap energy, cross section, and number of traps per pixel as free parameters for each
fit defect type. We also require that each fit is performed over the same range of temperatures even though a
given trap species may not be efficient at all temperatures. When a selected trap does not have a PP dipole
signal > 3σ above the flat field, we give that PP measurement less significance in the fit by assigning the trap
signal a value of zero and an error of 3σ measured from the flat field noise.

4. DISCUSSION

4.1 Parallel Transfer Traps

Figure 5 shows 16 parallel transfer traps identified in CCD #1 after 12.5 MeV proton irradiation at 1.8 × 1010

protons/cm2 total dose. The trap efficiency, as defined previously in Section 3.1, is plotted versus temperature
with error bars measured from the 1σ Poisson noise of the flat field charge signal. A few interesting trends can
be seen in the figure. Most of the traps have a peak efficiency (maximum loss of charge per transfer) near 140K,
but a few other traps peak near 160K and 200K. In most cases, the trap efficiencies find a maximum loss of
∼ 1e−/transfer. In a few pixels, multiple peaks in the trap efficiency are observed. Both the identification of
multiple peaks and efficiencies greater than 1e− indicate multiple defect centers per pixel. These cases compose
a small fraction of the total traps induced at this radiation dose level.

To begin fitting the trap parameters with our χ2 minimization, we input initial parameter values for the traps
expected to be present during parallel transefer. The assumed active defects over the temperature range 125-
210K correspond to the silicon divacancy (V2), carbon interstitial (Ci), and carbon-oxygen (CiOi) hole traps.14,15

The activation energies and cross sections for these traps are used as initial values to our fit as shown in Table 3.
The trap parameters were also allowed to vary by ±50% in energy and a factor of four in cross section in the
χ2 minimization. The lines in Figure 5 show the best fit CTI based on the model described in Section 3.3, and
we find that the range of values allowed generally fits the data with χ2/Dof ∼ 1. We explicitly reject fits with
χ2/Dof ≥ 2.5 and any fits where the χ2 minimum is at the parameter limits. These data cuts ensure a proper
goodness of fit for our identified trap sample.

Figure 6 shows the histograms of trap activation energies and capture cross sections by fitting the PP data
from 5×105 pixels on the device #1 quadrant irradiated with 1.8×1010 dose. The large peak in fitted energies and
cross sections shows that the divacancy trap is clearly the dominant defect for parallel transfer in the LBNL p-
channel devices, followed by the carbon-oxygen defect and the carbon interstitial. Since this device was irradiated
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Figure 5. A random sample of identified parallel traps in the pocket pumping data. The black line shows the minimum
χ2 fit for each trap site. When the trap is not detected at a specific temperature, we explicitly set the trap efficiency to
zero and assign an error of 3σ from the flat field Poisson noise.

Table 3. Hole Trap Parameters for Parallel Pocket Pumping Fit at 1.8× 1010 protons / cm2 Dose

Defect Input E (eV) Input Log(σc) (cm2) Fit E (eV) Fit Log(σc) (cm2)
V2 0.21 −15.1 0.184± 0.012 −15.0± 0.3
Ci 0.28 −14.4 0.287± 0.068 −14.5± 0.4
CiOi 0.34 −14.6 0.388± 0.040 −14.6± 0.4

warm and allowed to anneal at room temperature, we would expect that carbon interstitial defects created in
the proton irradiation would be mobile over this period and would settle into more stable configurations with
pre-existing bulk oxygen atoms such as CiOi and leaving very few Ci defects in the silicon lattice. It is clear
from Figure 6 that the trap cross section is more difficult to constrain than the trap energy with the existing
data. The inaccuracy of the cross section fit is likely due to the dependencies in the emission time constant.
Equation 2 shows that τe is exponentially dependent on E but linearly dependent on σc, providing a larger lever
arm in determining the trap energy over the trap cross section.

Table 3 records the fitted E and σc values for each defect type. The trap energies and cross sections fit
from our data are consistent with the initial assumed values taken from the literature within the RMS errors,
confirming that the three chosen traps types are responsible for the majority of defects present in our PP data.
Using the mean best fit trap parameters for each species, the trap efficiency temperature dependence is shown
in Figure 7.

4.2 Serial Transfer Traps

Since the transfer rates in the serial register are over three orders of magnitude faster than the parallel transfer
rate, defects with much shorter emission time constants become effective at deferring charge in the serial direction.
Conversely, the same defect centers that are effective for the parallel transfer will have emission time constants
that are longer than an entire read of the serial register. For example, applying the serial transfer rate and
density of states to Equation 3 predicts that the V2 trap efficiency cannot contribute more than 0.1e−/transfer
to the CTI, a decrease of a factor of 10 over the peak parallel trap efficiency.



Figure 6. The distribution of best fit parallel trap parameters by allowing three trap species per pixel. The initial defect
parameter values correspond to the silicon divacancy V2 (black, solid), the carbon interstitial Ci (red, dot-dashed), and the
carbon-oxygen interstitial CiOi (green, dashed). The mean best fit parameter values and errors are reported in Table 3.

Figure 7. The modeled trap efficiencies for the parallel trap defects using the fitted values for E and σc shown in Table 3.

An additional complication to measuring serial trap efficiencies is that serial pocket pumping has 1/1750 of
the total CCD pixels in which to probe the trap identities. However, our pixel-by-pixel analysis of temperature-
dependent PP data allows us to identify individual trap defect centers and therefore learn the identity and
characteristics of serial trap sites. Figure 8 shows a snapshot of 16 traps identified in the serial transfer register
of the warm-irradiated CCD #1. Unlike the parallel PP data in Figure 5, the serial PP data seems to be more
homogenous from pixel to pixel with a single trap efficiency temperature dependence that peaks at ∼ 175K.

To fit the serial PP data, we repeated the procedure from the parallel transfer by modeling the trap efficiencies
and time constants using Equations 2 and 5 and fitting the observed charge loss per transfer . The CTI model is
identical to the parallel transfer except that we modify the pixel volume size due to the serial register geometry
and account for the faster clocking periods. In the case of the serial transfer, we have no apriori knowledge of the
trap species that may be efficient for the serial configuration. Therefore, we have not assumed initial parameter
values associated with particular trap species but rather allowed a fit over a wide range of trap energies and
cross-sections (E = 0.25± 0.15 and Log(σc) = −13.4± 2.3).

Compiling all of the best fit parameters (χ2/Dof < 2.5 and removing fits at the parameter fitting limits),
Figure 9 shows the trap parameters that describe the charge deferral in the serial transfer. We find that 97% of
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Figure 8. A sample of 16 serial traps identified and measured in our pocket pumping data. We note that the majority of
traps have the same temperature dependence, which indicates a single population of trap defects.

the traps can be fit with χ2/Dof < 2.5 and that a single trap species (dubbed the X defect) best represents the
majority of the traps measured in the serial PP data. The fitted mean energy and cross section values for this
trap are E = 0.242± 0.025 and Log(σc) = −13.3± 0.4. These fit values are consistent with previously reported
values of E = 0.24 and Log(σc) ∼ −13 for the V2O hole defect.16

While the X defect is the most likely to be the dominant trap, it is possible that divacancy traps are a
contributing source of serial charge deferral. Figure 10 shows the model trap efficiency temperature dependence
using the best fit X defect parameter values and the V2 trap parameter values fit from the parallel PP data. The
figure shows that both sets of parameter values have a similar temperature dependence, but the divacancy trap
has a much lower efficiency for trapping charge and therefore would require ∼ 10V2 traps to cluster within a
single pixel to produce the observed 1e−/transfer trap efficiencies. Given the total trap number density measured
from the parallel PP data (see Section 3.2), we expect an upper limit of 1.4 traps per pixel for our serial test
conditions. The probability that a cluster of 10 V2 traps would randomly occur in the same pixel is � 1%, and
therefore we conclude that the V2 trap alone could not explain the majority of 1e− in the serial PP data.

5. CONCLUSION

In this paper, we have presented CTI measurements of the LBNL p-channel CCDs after 12.5 MeV proton
irradiation. We have found that the overall CTI performance in both the parallel and serial transfer is in good
agreement with previous studies. We also found that TiN metallization on these CCDs has very little effect on
the CTI, with only a marginal increase at the very highest radiation doses above 1× 1010 protons/cm2.

By using a charge trapping model based on the Shockley-Hall-Read model and modified for the asymmetric,
three-phase, 100 kHz clock timing, we have used the PP data to identify the types of trap defects created by



Figure 9. Best fit serial trap parameter values after removing fits with χ2/Dof ≥ 2.5 and fitted parameter values at the
parameter limits.

Figure 10. The model serial charge trap efficiency using the peak best fit values in Figure 9. Both model curves are
normalized to one trap per pixel to show the difference in efficiency between trap species.

proton damage that affect CTI in the parallel and serial transfer directions. We found that the population of
trap species in the parallel transfer is dominated by the silicon divacancy trap at the nominal 140K operating
temperature. We also found evidence for the existence of the carbon-oxygen interstitial and carbon interstitial
traps at higher temperatures even after a month of room-temperature anneal. These results confirm the previous
parallel PP results for the LBNL p-channel CCDs presented in Ref. 14.

We also provide the first measurements of the serial trap defect population at the serial clock timing speeds
for the LBNL p-channel CCDs. Through our model fitting analysis, we found that the majority of the serial
traps can be described bya single defect with activation energy E = 0.237 eV and a capture cross section of
σc = 3.2 × 10−14 cm2. By restricting our model fit, we find that 97% of the measured post-anneal serial traps
can be explained by the unidentified trap defect. We note that the best fit defect parameter values correspond
to independently measured values for the V2O complex. Additional analysis found that while the divacancy trap
could have a temperature dependence that matches our data, the trap is very inefficient at the serial clocking
speeds and requires an unphysical trap density per pixel to fit the data. Given that the V2 defect is known to
exist in high number densities in proton-damaged p-channel devices, we suspect that this unidentified species is
related to V2 through the V2O complex.
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